
Game Theory
Lecture 02: 

• Basic Solution Concepts

 Strategic Dominance

 Rationalizability
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Example

Utility = true value - payment
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Example (Cont’d)
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Example (Cont’d)
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Example (Cont’d)
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Restricting attention to opponents’ pure strategies

• In general we want to allow for players choosing mixed strategies. 

• It seems we would actually want the definition of dominance to be that 𝑠𝑖
′ strictly 

dominates 𝑠𝑖 if the inequality holds for all possible mixed strategies by her 
opponents, i.e. if

• Prima facie, the definition above looks more difficult to satisfy than 
because the inequality must hold in a larger set of cases.

 Clearly, satisfaction of the inequality in implies satisfaction in

because the set of deleted pure-strategy profiles 𝑺−𝒊 is included in the set of 

deleted mixed-strategy profiles 𝜮−𝒊.

But, the two definitions are equivalent! Let’s see why.
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Restricting attention to opponents’ pure strategies

Arguing the other direction; i.e. 

is a convex combination of

⇒
Note that 

Now assume that 𝑠𝑖
′ strictly dominates 𝑠𝑖

In symbolic terms,
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Mixed-strategy dominance

• Are there cases in which a pure strategy is dominated by some mixed

strategy 𝜎𝑖
′ ∈ Σ𝑖 of player i’s but is not dominated by any pure

strategy? The answer is yes.

Example: A mixed strategy can dominate where 
no pure strategy can.

Consider the mixed strategy for Row in which
she plays

2 0 2 0

0 0

00

66

66
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• The intuition for the successful domination of Down

by a mixture of Up and Middle can be more clearly

explained when we consider Column’s choice
between left and right as a mixed strategy:

Mixed-strategy dominance

2 0 2 0

0 0

00

66

66
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Dominated mixed strategies

• Any mixed strategy which puts positive probability on a dominated strategy is itself

dominated.

 It is easy to show that, if some mixed strategy 𝜎𝑖 has a dominated pure strategy

in its support, you could construct another mixed strategy 𝜎𝑖
′ which strictly

dominates 𝜎𝑖.

• However, this does not mean that any mixed strategy which puts positive

probability only upon undominated pure strategies is necessarily undominated
itself.

A non-degenerate mixed strategy 𝜎𝑖 can be dominated by another

mixed strategy 𝜎𝑖
′ (even by a pure strategy) even though 𝜎𝑖 puts

no weight on dominated pure strategies.
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Example: A mixed strategy over undominated pure strategies can be 
dominated.

• Consider the mixture

An equal mixture of U and M is dominated

by D even though neither U nor M is
dominated!
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Domination and never-a-best-response
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 In two-player games: never-a-best-response⟺dominated

 See “Jim Ratlif’s Notes” for a Proof.

Domination and never-a-best-response (Cont’d)

 Three or more players: never-a-best-response ⇏ dominated

 We show this by exhibiting a three-player game in which player 3 will have a

strategy which is never a best response to any pair of mixed strategies by the

two opponents yet this strategy will not be dominated by any other strategy of
player 3’s.
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 To Show “D” is undominated, we need to prove:

 It cannot be dominated by other pure strategies: A,B, and C.

We cannot find a mixture of A,B, and C that dominate “D”.

In general, if for each alternative strategy, we show there is at least

one opponent profile against which “D” is undominated, we can

safely rule out that alternative strategy.
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D is not dominated by A against (D,r)!

D is not dominated by B against (D,r)!

D is not dominated by C against (U,l)!

9

9 9

9 6

6

0

0

00

00

00

00

A DB C
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 Now, we argue that there is no mixture of A, B, and C that can dominate “D”
for every profile of the opponents:

 Take the following general mixed strategy:

 Consider the profile (U,I) of opponents:

9

9 9

9 6

6

0

0

00

00

00

00

A DB C

 By playing “D”, agent 3 can achieve payoff 6.

 By playing "𝜎3”, agent 3 can reach 9r.

 Therefore, in order for to dominate “D”, we should have: r>2/3.
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9

9 9

9 6

6

0

0

00

00

00

00

A DB C

 Now, consider the profile (D,r) of opponents:

 By playing “D”, agent 3 can achieve payoff 6.

 By playing "𝜎3”, agent 3 can reach 9s.

 Therefore, in order for to dominate “D”, we should have: s>2/3.

Contradiction! We have r>2/3 and s>2/3 and r+s<=1
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We concluded that “D” is undominated for agent 3.

Now, we show that there is no opponent profile against which “D” is a
best-response for player 3.

 Therefore, while “D” is undominated, it is never-a-BR.

 We plot the graph of player 3’s payoffs against all mixed strategies 
of its opponents:
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 Note that there is no (p,q)-mixing of the opponents, for which

player 3’s payoff from “D” is part of the upper envelope of its

payoffs  There is no opponent profile against which D is a BR.
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Iterated strict dominance

 We saw that in some games, e.g. the Prisoners’ Dilemma, each player has a

dominant strategy and we could therefore make a very precise prediction about

the outcome of the game.

 To achieve this conclusion we only needed to assume that each

player was rational and knew her own payoffs.

 We also saw an example, viz. matching pennies, where dominance arguments

got us nowhere—no player had any dominated strategies.

 There are games which lie between these two extremes: dominance analysis

rejects some outcomes as impossible when the game is played by rational
players but still leaves a multiplicity of outcomes.

 The technique we’ll discuss now is called the iterated elimination of strictly 

dominated strategies.

 In order to employ it we will need to make stronger informational assumptions 
than we have up until now. 23



Iterated strict dominance

• Consider a two-player game between Row and Column, whose pure-strategy

spaces are SR and SC, respectively.

• Prior to a dominance analysis of a game, we know only that the outcome will be

one of the strategy profiles from the space of strategy profiles S=SR×SC.

Here is the interesting point and the key to the utility of the iterative process we’re 

developing: Although Column had no dominated strategy in the original game, he 

may well have a dominated strategy  𝑠𝐶 in the new, smaller game S’. 24

• We reasoned that a rational player would never play a dominated strategy.

 If Row has a dominated strategy, say  𝑠𝑅, but Column does not, then Row,

being rational, would never play this strategy.

 We could therefore confidently predict that the outcome of the game must be
drawn from the smaller space of strategy profiles



Common Knowledge of Rationality

We had to make assumptions to justify the deletion of Column’s

dominated strategy  𝑠𝐶.

What assumptions are necessary for this step?

First, Column must be rational.

Additionally, in order for Column to see that  𝑠𝐶 is dominated for

him, he must see that Row will never play  𝑠𝑅.

Row will never play  𝑠𝑅 if she is rational; therefore we must assume

that Column knows that Row is rational.

25

With these additional assumptions we can confidently predict that any
outcome of the game must be drawn from:



• Let’s carry this out one more level:

• It may be the case that in the game defined by the strategy-profile

space S” there is now a strategy of Row’s which is newly dominated,

call it  𝑠𝑅.

However, we can’t rule out that Row will play  𝑠𝑅 unless we can

assure that Row knows that the possible outcomes are indeed

limited to S”, i.e. that Column will not choose  𝑠𝐶.

Column won’t choose  𝑠𝐶 if he is rational and knows that Row is

rational.

• Therefore we must assume that Row knows that Column is rational

and knows that Column knows that Row is rational.

Common knowledge of rationality
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Common knowledge of rationality

• In any finite game this chain of assumptions can only be usefully carried out to a

finite depth. To ensure that we can make such assumptions to an arbitrary depth

we often make a convenient assumption: that it is common knowledge that

all players are rational.

• What does it mean for something to be common knowledge?
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Example: Iterated strict dominance
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Example: Iterated strict dominance
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Example: Iterated strict dominance
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Example: Iterated strict dominance

2 2 4

3 6

 There are no pure-strategy dominance

relationships in the original game.

 However, the mixed strategy

dominates Down.

 After deleting Down, left dominates right

for Column.

 After deleting right, Up dominates

Middle.

 Therefore the only possible outcome

under common knowledge of rationality
is (U,l).
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IDWDS
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IDWDS
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• Common knowledge of rationality implies that the game’s outcome must

survive the IDSDS procedure.

 We did not show that every surviving strategy could be reasonably chosen

by a rational player.

 A rational player must choose a best response to her beliefs about the

actions of the other players.

Rationalizability

• The rationalizable outcomes are those which

survive the iterated elimination of strategies

which are never best responses.
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7,5 -8,4 0,4 99,3

5,0 4,1 15,9 100,8

6,0 5,8 20,4 10,2

2,6 7,-10 3,9 10,8

1,6 2,-10 1,7 8,6

w x y z

A

B

C

D

E

7,5 -8,4 0,4

6,0 5,8 20,4

2,6 7,-10 3,9

A

C

D

w x y

 Recall that in two-player games the rationalizable outcomes are exactly

those which survive the IDSDS.

 In three-or-more–player games the set of rationalizable outcomes is a

weakly smaller set than those survivors of IDSDS.

IDSDS
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Rationalizability as a consistent system of beliefs

• We defined the rationalizable outcomes as those which survived the

iterated elimination of strategies which were never best responses.

• In order to focus explicitly on the constraints which common knowledge of

rationality imposes upon players’ beliefs, we will now discuss rationalizability

from a different perspective:

 Consider the strategy profile (C,x) in this game:

• We will show that there exists a consistent system of beliefs for the players

which justifies their choices—i.e. which shows that these choices do not conflict
with the common knowledge of rationality assumption.

7,5 -8,4 0,4

6,0 5,8 20,4

2,6 7,-10 3,9

A

C

D

w x y
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Rationalizability as a consistent system of beliefs

7,5 -8,4 0,4

6,0 5,8 20,4

2,6 7,-10 3,9

A

C

D

w x y
Let’s establish some notation so that we can tractably

talk about beliefs about beliefs about beliefs about….

 Let ℛ and 𝒞 stand for the Row and Column

players, respectively.

 If Row chooses A, we write ℛ(A), and similarly

for other choices by either player.

 If Column believes that Row will choose A, we

 write 𝒞ℛ(A).

 If Column believes that Row believes that Column

will choose y, we write 𝒞ℛ𝒞(A), etc.
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Rationalizability as a consistent system of beliefs

7,5 -8,4 0,4

6,0 5,8 20,4

2,6 7,-10 3,9

A

C

D

w x y
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7,5 -8,4 0,4

6,0 5,8 20,4

2,6 7,-10 3,9

A

C

D

w x y

Rationalizability as a consistent system of beliefs
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Example Problem Discussion



• Assume that there are 100 voters.

• They choose one of the three candidates: A, B, or C.

• The candidate is chosen with the probability proportional to the # of votes.

 So, if there are 35 votes for A,

 65 votes for B and

 0 for C,

 then A is chosen with 35% probability, and B is chosen with 65% probability.

• Assume that each voter i has preferences over candidates given by utilities:
ui(A), ui(B), and ui(C) and that the preferences are strict.

Prove that voting for your favorite candidate is a strictly dominant strategy. 

Problem Discussion: Voting Game I
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Solution
• To prove that a strategy is strictly dominant, we need to prove that that 

it brings about the highest utility irrespective of what strategies are 
chosen by other agents. 

• We fix a player i and assume that (without loss of generality):

ui(A) > ui(B) > ui(C)

• We will show that voting for A is a strictly dominant strategy for this player. 

Take an arbitrary action profile of other agents and assume that there are:
 nA other agents voting for A,
 nB other agents choosing B, and
 nC other agents voting for C.

(It holds that: nA + nB + nC = 99).
43



Solution (Cont’d)
• The payoff of agent i is the expected value corresponding to the

candidate selected from the voting procedure:

• The utility from strategy A is:

• The utility from strategy B is:

• The utility from strategy C is:
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Solution (Cont’d)
• Now contrast the utilities obtained from the three strategies:

 The utility from strategy A minus the utility from B is:

 The last inequality is due to: A being strictly better than B.

 Likewise, we argue that the utility from A is strictly better than the 
payoff from C… 45



Problem Discussion: Voting Game II
• There are N individuals.

• Three items: A, B, and C.

• Each person casts one vote.

• The item with the least # of votes wins.

• Ties are resolved by selecting the item with equal probability among all
the items with the lest # of votes.

1. Assume that for person i, we have: ui(A) > ui(B) > ui(C). Does he have
a strictly dominant strategy?

2. Does he have a weakly dominant strategy?

3. Does he have a weakly dominated strategy?
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Solution

• Part 1. No. We will prove that agent i does not have a weakly dominant
strategy, which implies that there is no strictly dominant strategy!

• Part 2. No. First, we show that voting C is not weakly dominant:

 Let 𝑛𝐴= # of votes cast by other agents for item A; likewise define 𝑛𝐵
and 𝑛𝐶 .

 Assume that 𝑛𝐴 = 𝑛𝐵 < 𝑛𝐶 .

 Now, if person i votes for B, then A will be chosen.

 But if i votes for C, then the voting machine selects equi-probably
between A and B.

 As ui(A) is strictly better, i would strictly rather vote for B. 47



Solution (Cont’d)

• Next, we will prove that casting vote for B is not weakly dominant.

 Assume that: 𝑛𝐵= 𝑛𝐶 < 𝑛𝐴.

 Then, voting for B results in C being selected;

 While, voting for C leads to B being chosen.

 Hence, in this case, voting for C results in a strictly better utility.

• A similar reasoning will prove that casting vote for A is not weakly
dominant!
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• Part 3. Yes. Casting vote for A is weakly dominated by C.

 Assume that: 𝑛𝐴 = 𝑛𝐶 (both having the smallest # of votes):

 Voting for C results in a strictly higher utility.

 But, in general, i’s utility might either get higher or remain
unchanged if i changes her vote from A to C; e.g.,

Solution (Cont’d)

𝑛𝐶 ≪ 𝑛𝐵< 𝑛𝐴,  i would be indifferent between voting for A and C.When
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